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Abstract— The data word that is written in first also comes out first when the memory is read in a First In First Out buffer. First In First Out 
buffer gets  involved in many system operations and they should be protected properly for ensuring reliable operation. This work describes 
a column parity based fault detection technique for FIFO buffers in single clock domain FIFO. Column parity based fault detection is a low 
cost technique that involves updation of a parity register to detect faults. This technique is based on the fact that the faults can be detected 
only if the FIFO gets empty. The requirement to wait for the FIFO to get empty increases the detection latency. The proposed work is based 
on detecting the fault immediately after the data is read rather than waiting for the FIFO to get empty thus reducing the detection latency 
and improving the detection rate. 

Index Terms— Buffer, Column parity, FIFO, Fault Detection, Latency, Soft Error. 

——————————      —————————— 

1     INTRODUCTION                                                                     
IFOs are used in designs to safely pass multi-bit data 
words from one clock domain to another or to control the 
flow of data between source and destination side sitting in 

the same clock domain. First In First Out memories are widely 
used as building block to buffer data between subsystems op-
erating at different rates [1]. FIFOs are mainly used for inter-
facing asynchronous designs where the rate of data generated 
and data consumed is not same. In communications and net-
working, bridges, routers and switches use FIFO memory to 
hold data packets that are in route to a given destination. Cur-
rent technology nodes are more prone to failures due to the 
complexity involved in them. Static and dynamic variations 
results in unreliable operation even making the system to col-
lapse. Moreover aging mechanisms such as NBTI, electro mi-
gration, time dependent dielectric breakdown degrade devices 
and cause faults in the field [2].  

Errors in memories can be broadly classified as either hard 
or soft errors. Hard faults known as permanent faults can oc-
cur either at manufacture time or in the field [3]. Soft faults 
known as transient faults arise due to energetic particle 
strikes, process variations, temperature variations etc. For ex-
ample SRAM cells are more vulnerable to voltage changes 
since they are denser and their stability depends on the 
threshold voltages of transistors. It has been reported that in 
12nm one every few thousands SRAM cells will be faulty due 
to random dopant fluctuation and aging [4]. Faults in FIFO 
include stuck-at-fault, data retention fault, coupling faults etc 
and they manifest their existence as bit flips. 

Information redundancy is a viable solution for the protec-
tion of FIFOs but it comes at the expense of state overhead. 
The TMR technique [5] is not cost efficient, consumes more 
area and uses more power. This is a technique of introducing 
an auxiliary register and writing both buffer and auxiliary 
register to check if they agree [6] consume more power. Dy-
namic implementation and verification architecture incurs 
performance penalty for each error it detects. In [3] the authors 
used standard horizontal protection schemes to detect multibit 
errors in cache memories but there exists area, power and per-
formance overheads. In [7] the authors used HVD technique to 
detect and correct soft errors in semiconductor memories 

where the increase in word length increases the analysis time. 
In [8] the authors used matrix code to protect SRAM based 
memories against multiple bit upsets which can detect multi-
ple faults more than hamming code but less than Reed-Muller 
code. 

In column parity technique, the detection of faults occurred 
in FIFO buffers can only be accomplished when the FIFO gets 
empty. This increases the detection latency because it has to 
wait for the FIFO to get empty.  Column parity technique has 
the advantage of using low power, less area and decreased 
critical path overhead. The proposed work aims at detecting 
faults in FIFO buffer immediately after each data is read from 
FIFO buffer. Hence it is not required to wait for the FIFO to 
become empty to detect faults. This work has the advantage of 
detecting the number of bit flips in each data in addition to the 
location of erroneous data.  

2 FIFO BUFFERS  
A FIFO buffer is a special type of buffer. In hardware it is ei-
ther an array of flip-flops or read/write memory that store data 
given from one clock domain and on request supplies the 
same data to other clock domain following the first in first out 
logic. In First In First Out model, the data are stored in stack 
basis. The data given as input is inserted in the location point-
ed by push address pointer. The oldest data is processed first 
and leaves the buffer first when pointed by the pop address 
pointer.  

The basic elements of FIFO buffer include storage element, 
read pointer, write pointer, empty and full flags. A buffer is a 
region of physical memory storage used to temporarily store 
data while it is being moved from one place to another. Initial-
ly read and write pointer of FIFO points to the same location. 
After each push operation, the write pointer is incremented to 
point to the next location to write. After each pop operation, 
the read pointer is incremented to point to the next address 
space for reading. FIFO buffer can be written when FIFO is not 
full. 
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Figure 1 shows the structure of FIFO. 
 

 
 

Full and empty are the signals indicating the status of FIFO. 
When push address equals pop address, it indicates that FIFO 
is empty. When push address +1 = pop address, it indicates 
that FIFO is full. Both Push_Req and full signals are used to 
enable the WE signal. In addition to this, when the clock signal 
is asserted the data given as input to FIFO buffer is written 
onto the memory location pointed by push address. During 
pop operation, the data item residing in the address pointed 
by pop pointer is retrieved as data _out (i.e.) the data that goes 
into the FIFO first comes out of FIFO first thus verifying FIFO 
operation.  

3   COLUMN PARUTY BASED FAULT DETECTION 
Column parity technique uses a single parity register that 
stores the global parity in column basis. The parity register 
stores the parity of each column. Normally each parity would 
need a read before every write, in order to be updated. The 
parity register has to be updated after each push or pop. After 
each and every write, the parity register is updated by per-
forming an XOR operation of the value to be written with the 
parity register value. Figure 2 shows the FIFO buffer augment-
ed with the fault detection mechanism.  

 

At every read we perform an XOR of the read value with 
the parity register value and update the global parity register. 
Fault detection in the FIFO buffer can be made only if FIFO 
gets empty. Whenever the FIFO is empty, the parity register 
should be zero to indicate that there is no fault in any of the 
array bits. A non zero value in the parity register indicates the 
presence of faults in some array bits. 

The parity update takes place when a read or write or both 
happens. The two XOR gates accounts for the case when read 
and write happens in parallel. In the way the parity is updated 
faults accumulate in the parity register and when the FIFO 
gets empty they manifest their existence [4].   

4 PROPOSED WORK  
Column parity technique has greater detection latency. In ad-
dition, it doesnot give detail about the number of bit flips in a 
particular data. The proposed work is concentrated on mini-
mizing the latency of fault detection by having the parity 
check after every read operation. 

This work has the advantage of detecting the number of bit 
flips in each data in addition to the location of erroneous data.   

Fig. 1. Parity based FIFO architecture        Fig. 2. Column parity based protection  
mechanism 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 5, May-2014                                                                                                      753 
ISSN 2229-5518   

IJSER © 2014 
http://www.ijser.org  

Figure 3 below shows the proposed architecture for error de-
tection. 

 

 
 
The error detection can be achieved by using two addition-

al registers namely write parity register (WPR) and read parity 
register (RPR) in additional to a global parity register (GPR). 
The process of fault detection is done as follows: After each 
data is pushed into FIFO, the write parity register is updated 
by performing XOR operation of the data value to be written 
with the value in the write parity register. Similarly when it is 
read, the read parity register is updated by performing XOR 
operation of the read out value with the value in read parity 
register. Then the fault can be detected by updating the global 
parity register using the following equation (1). 

 
 

A nonzero value in the GPR is an indication of fault.  

5 RESULTS AND DISCUSSION 
The results are simulated in Active HDL and are discussed 
below:  

5.1 FIFO Operation 
Figure 4 shows the simulation result verifying FIFO operation. 

As soon as the clock is asserted and push_req is low as well as 
the FIFO is empty the data given as input is written into FIFO 
in the location pointed by push pointer. 
 

 
 

After performing a push operation (write), the write pointer is 
incremented by one to point to the next location to write.  Dur-
ing pop operation, the data that is written into FIFO buffer 
first leaves the FIFO first thus verifying FIFO operation. After 
each pop operation (pop), the read pointer is incremented to 
point to the next address space for reading.legible.  

5.2 Column Parity Based Fault Detection In FIFO 
The parity register is updated each time when a read or write 
or both happen in parallel. After all the data are read, the pari-
ty register shows zero indicating that no faults have occurred 
in FIFO. A nonzero value in the parity register is an indication 
of fault. Figure 5 shows the simulation results for the case if 
there is no fault in any of the array bits.  

Fig. 3. Proposed architecture for error  
detection 

 

GPR=WPR⊕ RPR                                                                     
( ) 

Fig. 4. FIFO operation 
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Figure 6 accounts for the case when errors encountered in 

some array bits of FIFO. Note that the second data 81 is re-
trieved as 89 due to the occurrence of soft fault in FIFO.The 
parity register is indicated by the variable p in Figure 6. After 
all the data is read, the parity register is checked for error de-
tection. The occurrence of fault is indicated by a nonzero value 
in the parity register. 

 
 

 

6 CONCLUSION 
Fault detection in FIFO buffers using column parity technique 
has the limitation of greater detection latency since the detec-
tion can only be done when the FIFO gets empty and is not 
able to determine the location of fault. The proposed work can 
minimize the latency as it does not need to wait for the FIFO to 
get empty and also identify the location of fault. Results are 
obtained for performing FIFO operations and column parity 
based fault detection. This work is to be proceeded to imple-
ment the proposed work.  
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